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The [FeFe]-hydrogenases in the green alga Chlamydomonas reinhardtii utilize photogenerated electrons to
reduce protons into hydrogen gas. The electrons are supplied from photosystem I and transferred to the [FeFe]-
hydrogenase through specific hydrogenase-ferredoxin association. To understand how structural and kinetic
factors control the association better, we used Brownian dynamics simulation methods to simulate the charge-
transfer complex formation between both native and in silico mutants of the [FeFe]-hydrogenase HYDA2
and the [2Fe2S]-ferredoxin FDX1 from C. reinhardtii. The changes in binding free energy between different
HYDA2 mutants and the native FDX1 were calculated by the free-energy perturbation method. Within the
limits of our current models, we found that two HYDA2 mutations, T99KH and D102KH, led to lower binding
free energies and higher association rate with FDX1 and are thus promising targets for improving hydrogen
production rates in engineered organisms.

Introduction

A hydrogen economy has been proposed as an alternative to
today’s hydrocarbon economy, but most of the hydrogen gas
(H2) currently produced in the United States is obtained by
nonrenewable steam reforming of hydrocarbons.1 Several
renewable methods for the production of H2 have been proposed,
one of which is photobiological H2 production using the green
alga Chlamydomonas reinhardtii.2-7 The H2 production process
in C. reinhardtii is highly sensitive to O2,8 an obligatory
byproduct of photosynthesis. However, by attenuating the O2-
evolving activity of photosystem II (PSII) through sulfur
deprivation or reduced gene expression, cellular respiration
rapidly consumes the photogenerated O2 and creates an anaero-
bic environment that is suitable for H2 production in sealed
cultures.9-14 Under these conditions, electrons from the anaero-
bic oxidation of starch, the water oxidation by residual PSII
activity, or both are fed into the plastoquinone pool and donated
to photosystem I (PSI) where photoexcitation and charge
separation lead to the reduction of the electron-carrier fer-
redoxin.15-17 This reduced ferredoxin pool is able to provide
low-potential electrons to [FeFe]-hydrogenase for catalytic H2

production.18,19

C. reinhardtii biosynthesizes two nuclear-encoded [FeFe]-
hydrogenases, HYDA1 and HYDA2, from the nuclear-encoded
genes HYDA1 and HYDA2, respectively.20 The nuclear genome
of C. reinhardtii also encodes six ferredoxin genes
(FDX1-FDX6).21 The physiological regulation and metabolic
function of each of the six ferredoxins has not yet been
established, although it is assumed that both hydrogenases may
associate with the FDX1 gene product. Purification of C.
reinhardtii hydrogenase and ferredoxin led to an estimated
Michaelis-Menten constant (KM) of 10-35 µM18,19 and a kcat

for H2 production from reduced ferredoxin of 600 s-1.19 When
an electron is transported from PSI to ferredoxin, ferredoxin
distributes electrons to not only hydrogenase but also other
electron-dependent enzymes, for example, ferredoxin-NADP+

reductase (FNR)22-24 for CO2 fixation. A more detailed under-
standing of the hydrogenase-ferredoxin association mechanism
and kinetics is necessary for engineering hydrogenase to divert
a greater electron flux to the H2 production pathway to optimize
photobiological H2 production.

In previous reports, we modeled the structures of the C.
reinhardtii [FeFe]-hydrogenase (HYDA2)20 and ferredoxin
(PETF1, currently known as FDX1)25 and obtained two candi-
date binding-complex structures,25 which are denoted as com-
plexes 16 and 42 (Figure 1, coordinates attached in the
Supporting Information). In both complexes, the HYDA2
catalytic site, which lies near a positively charged surface, was
oriented toward the negatively charged surface and the
[2Fe2S]F

26 cluster of FDX1. The main difference between
complexes 16 and 42 is the orientation of FDX1 with respect
to HYDA2. The two complex structures are related by a ∼180°
rotation of FDX1 around the axis formed by the [4Fe4S]H

subcluster of HYDA2 and the [2Fe2S]F cluster of FDX1.
HYDA2-FDX1 binding free-energy calculations and encounter-
complex studies identified complex 16 as having the lowest
binding free energy25 and encounter-complex free energy,27

implying that it is most likely to represent an in vivo interaction
configuration. In this study, we used Brownian dynamics (BD)
to simulate the association kinetics of native and mutant HYDA2
with FDX1. Mutations of HYDA2 were selected on the basis
of the potential to enhance complex formation with FDX1,
created in silico and investigated using BD simulations. Finally,
the binding free-energy changes of HYDA2 mutants with native
FDX1 were calculated by the free-energy perturbation (FEP)
method on the basis of molecular dynamics (MD) simulations.

Methods

Reference Structures. BD and MD simulations were con-
ducted using HYDA220 and FDX125 homology structures and
the structures of HYDA2-FDX1 binding complexes 16 and
42.25 We simulated four systems using BD: (i) complex 16R,
using the atomic coordinates of HYDA2 and FDX1 from the
energy-minimized structure of binding complex 16 where FDX1
is modeled in the reduced state; (ii) complex 16O, based on the
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complex 16 structure with an oxidized FDX1; (iii) complex 42R,
based on the complex 42 structure with a reduced FDX1; and
(iv) complex 42O, based on the complex 42 structure with an
oxidized FDX1. HYDA2 was kept in the oxidized state in all
systems. The CHARMM22 atomic charges and atom radii28

were used for the amino acid residues of HYDA2 and FDX1
during the electrostatic potential grid calculations and MD
simulations. The partial atomic charges and radii for the
metalloclusters were derived from geometry-optimized model
clusters, using a BLYP/6-31+G(d) model and the natural
population analysis charges method29 (manuscript in review).
In the reduced state of FDX1, the [2Fe2S]F cluster, along with
the four cysteine sulfur atoms (Cys39F, Cys44F, Cys47F, and
Cys77F) attached to it, has a total partial charge of -3e, whereas
in the oxidized state, the total partial charge is -2e. The
conformations of the reduced and oxidized FDX1 are identical,
except for the peptide bond conformation between residues
Cys44F and Ser45F.27,30

In Silico Mutagenesis. To identify candidate HYDA2
mutation sites with the potential to affect the HYDA2-FDX1
association, the residues on the HYDA2 binding face were
inspected by computational alanine scanning using the Robetta
web server.31,32 Alanine scanning systematically mutates each
target residue to alanine, and the change of binding free energy,
∆∆G, of the association with FDX1 is calculated. A negative
∆∆G implies that the specific mutation decreases the binding
free energy and stabilizes the binding complex, indicating that
the original residue is less favorable for binding. On the other
hand, a positive ∆∆G shows that the original residue is
energetically more favorable for establishing a binding complex.
Residues with ∆∆G > 1 kcal/mol are called “hotspots” and are
considered to be key binding sites; residues with 0 < ∆∆G < 1
kcal/mol are called “warm” residues and contribute only
moderately to binding; and residues with ∆∆G < 0 are the
unfavorable residues for binding.

The four potential mutation sites on HYDA2 identified by
alanine scanning are listed in Table 2: T99H, D102H, M214H,
and E221H. Three of them are listed in Table 2. The kinetics
and thermodynamics of mutant HYDA2-FDX1 complexes
were investigated by MD and BD simulations. FEP-MD
simulations of HYDA2, complex 16R, and complex 42R were
performed for each of the four HYDA2 mutants, T99KH,
D102KH, M214KH, and E221KH. BD simulations included the
same four mutants and two additional double mutants, D102KH/
E221KH and D102KH/T99KH, incorporated into each of the four
simulation systems: 16R, 16O, 42R, and 42O. The mutant
structures were generated using the program psfgen included

in the NAMD 2.6 package33 and were then energy minimized
for 1000 steps using the conjugate gradient method with NAMD.
During the minimization, the coordinates of the unchanged
residues were fixed to relieve any local stresses introduced by
the mutation and to prevent altering the global structure of
HYDA2. The minimized structures were then subjected to BD
or MD simulation runs.

Brownian Dynamics Simulations. The simulation of diffu-
sional association (SDA) package34 was used to perform the
BD simulations. HYDA2 and FDX1 were treated as rigid bodies
in the BD simulations, with the center of mass (COM) of
HYDA2 fixed at the center of the simulation sphere. Only
rotational movement of HYDA2 was allowed, whereas FDX1
could move stochastically around HYDA2 both translationally
and rotationally. The BD trajectory propagates by solving the
diffusion equations

where D is the translational (or rotational) diffusion constant,
∆t is the time step, Fb(t) is the instantaneous systematic potential
force (or torque), kB and T are the Boltzmann constant and
temperature, respectively (T ) 298 K in this work), and Rb (t)
is the random displacement due to the collisions between the
protein and solvent molecules. The values of Rb (t) satisfy the
boundary conditions

Figure 1. Structures of complex 16 (left) and complex 42 (right). For each structure, the protein on the left is hydrogenase HYDA2 and the one
on the right is ferredoxin FDX1. The metalloclusters shown are the [2Fe2S]F cluster of FDX1 and the H-cluster of HYDA2, which includes a
[4Fe4S]H subcluster and a [2Fe]H subunit. Positively charged residues on both proteins are shown in white, and negatively charged residues are
shown in black.

TABLE 1: Brownian Dynamics Simulation Parameters

16R/O 42R/O

number of donor-acceptor
pairsa

36 (8) 43 (6)

relative translational diffusion
constant (Å2/ps)

2.160 × 10-2 2.165 × 10-2

rotational diffusion constant
of FDX1 (rad2/ps)

3.016 × 10-5 2.937 × 10-5

rotational diffusion constant
of HYDA2 (rad2/ps)

5.918 × 10-6 6.289 × 10-6

a Number of intermolecular donor-acceptor pairs (not necessarily
forming hydrogen bonds) within 5 Å in the homology models of the
complexes. The number of independent donor-acceptor pairs is
given in parentheses.

∆rb(t) ) D∆t
kBT

Fb(t) + Rb(t) (1)

<Rb(t) > ) 0 and < Rb(t) ·Rb(0) > ) 6D∆t (2)
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The translational and rotational diffusion constants for
HYDA2 and FDX1, calculated by the HYDROPRO program,35

are presented in Table 1. The BD simulation time step, ∆t, was
chosen to be 1.0 ps when the COM-COM distance of the two
proteins was within 80 Å. At larger separation distances, ∆t
was increased linearly with a slope of 0.5 ps/Å.

During the BD simulations, the potential force (or torque)
Fb(t) on protein 1 due to the presence of protein 2 was computed
using the effective charges on protein 1 and the electrostatic
potential grid and charge desolvation penalty grid around protein
2. The effective charges on each protein were calculated by the
ECM (effective charges for macromolecules in solvent) module36

in the SDA package. The electrostatic potential grid around each
protein was calculated using the adaptive Poisson-Boltzmann
solver (APBS) program37 to solve the full Poisson-Boltzmann
equation at the given ionic strength. The charge desolvation
penalty grids were calculated using the mk_ds_grd program in
the SDA package34 with a scaling factor R ) 1.67. For a more
detailed description, please refer to the method section of our
previous report.27

The BD simulations started at b ) 100 Å of COM-COM
distance between HYDA2 and FDX1, and they were terminated
if the two proteins achieved a COM-COM distance of c > b.
To better estimate the protein association rates, the cutoff
boundary c should be large enough so that electrostatic
interactions between the proteins can be neglected. We chose c
) 5b ) 500 Å, which equals 36 times the Debye length at 298
K and 50 mM ionic strength. This distance is large enough to
screen out electrostatic interactions between HYDA2 and FDX1.
BD simulations were performed at 50, 150, 300, and 500 mM
and infinite ionic strengths for native HYDA2-FDX1 associa-
tions and at 150 mM ionic strength for the associations of
HYDA2 mutants and FDX1. The infinite ionic strength was
achieved by artificially setting the protein effective charges as
well as the grid point values of the electrostatic potential grids
and charge desolvation penalty grids to zero. A total of 10 000
trajectories were generated at each ionic strength.

To calculate association rates, distances between the hydrogen
bond donors and acceptors on the binding faces of HYDA2 and
FDX1 were monitored during the BD simulations. The choice
of the hydrogen bond donors and acceptors and the atom contact
criteria is similar to those used by Gabdoulline et al.38 A
donor-acceptor pair separated from other pairs by at least dmin

) 5 Å was considered to be an independent contact.

Thermodynamic Cycle and Free-Energy Perturbation. We
used the FEP method to calculate the binding free-energy
changes for the mutated HYDA2 on the basis of the thermo-
dynamic cycle, as shown in Scheme 1. The free-energy changes
∆G1 and ∆G2 were estimated using the FEP method, and the
binding free-energy change, ∆∆G, was obtained using eq 3

During the FEP calculations, the native state is denoted as λ
) 0, and the mutated state is denoted as λ ) 1, where λ is the
coupling parameter linked to the alchemical disappearance of
the original amino acid residue atoms and the concomitant
appearance of the mutation. The two states are thus connected
by a series of intermediate states. A total of 13 intermediate
states, λ ) 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9,
0.95, and 0.99, were used, and the total free-energy change was
calculated by adding up the free-energy changes obtained at
each integration step. To avoid artifacts due to the sudden
appearance or disappearance of an atom at end points, λ changes
were small at both the beginning and end of the calculations.
In addition, the square of the interatomic distance of FEP atoms
was shifted by 5 Å2 for the van der Waals (vdW) interaction
calculation to ensure that the vdW potential was finite near the
FEP end points. Finally, the vdW potential and the short-range
electrostatic potential were decoupled for FEP atoms. The vdW
potential FEP was fully grown by λ ) 0.5, whereas the
electrostatic potential FEP was turned off during λ ) 0 to 0.5.
The electrostatic potential was then turned on and began to grow
linearly. In this way, the FEP atoms had enough vdW potential
force to repel other FEP atoms before turning on the electrostatic
potential FEP calculation. These FEP features were added in
the CVS version of NAMD.39

The HYDA2 and FDX1 proteins are highly charged. Nor-
mally, counterions are required to neutralize simulation systems
for MD simulations. However, it was reported that the calculated
free-energy change by the FEP method was highly sensitive to
the presence of counterions.40 This problem could be avoided
by running lengthy FEP simulations (20-100 ns per λ) to obtain
a better sampling of the ions, but we considered such a time-
consuming method to be beyond the focus of this study. More
importantly, our interest is to determine ∆∆G, not ∆G. The
systematic errors arising in the FEP calculations are expected
to cancel out when using eq 3. Therefore, no counterions were
added, and the simulation systems were neutralized by a uniform
charge atmosphere throughout the simulation box.

Before the FEP calculation, the native HYDA2 (or the native
HYDA2-FDX1 binding complexes 16R and 42R) was solvated
in a TIP3P water box. The water box was made to be large
enough so that the protein atoms were at least 10 Å away from
the box surfaces. The MD simulations were performed using
NAMD33 with the CHARMM22 protein force field.28 The time
step used in the simulations was 2 fs. Electrostatic energies were

TABLE 2: Warm or Unfavorable Residues on the HYDA2
Binding Face in Complexes 16 and 42

∆∆G (kcal/mol)

residuea complex 16b complex 42b note

T99H 0.18 0.07
D102H N/A 0.53
V104H 0.28 1.07 “hotspot” in complex 42
K108H -0.05 0.09 positively charged residue
M214H 0.10 0.38
S218H 0.53 1.34 “hotspot” in complex 42
Y219H N/A 0.56 salt bridge with K442H

V264H 0.37 0.46 close to the [4Fe4S]H cluster
R265H 0.66 0.97 positively charged residue
L438H 0.80 1.05 “hotspot” in complex 42
K443H 0.37 N/A positively charged residue
K447H 0.51 N/A positively charged residue
C463H -0.02 -0.05 attached to the [4Fe4S]H cluster
K479H N/A 0.06 positively charged residue

a Residues in bold are the ones selected as potential mutation
sites. b N/A indicates that the residue does not appear on the
HYDA2 binding face in this complex.

SCHEME 1: Scheme Used for Calculating Binding Free
Energy Change

∆∆G ) ∆GM - ∆G0 ) ∆G2 - ∆G1 (3)
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calculated by the particle mesh ewald (PME) summation method
with ∼1 Å mesh density. The simulation was performed in the
NPT ensemble with temperature coupled to a 298 K Langevin
bath and pressure maintained at 1 atm with a Langevin
piston.41,42 The simulated system was first minimized for 1000
steps using the conjugate gradient method. It was then equili-
brated for 25 ps with all protein atoms fixed, followed by another
1000-step conjugate gradient minimization. The system was
equilibrated for another 25 ps with only the protein backbone
atoms fixed, followed by another minimization. Finally, the
whole system was allowed to move and equilibrate for 3 ns.
The equilibrated protein was then used for the FEP mutation
simulations. In each FEP step, we equilibrated for 50 ps and
then sampled data for 150 ps to calculate the free-energy change.
Two FEP calculations were performed for each mutant: in the
forward run, λ growing from 0 to 1; in the backward run, λ
from 1 to 0. Therefore, we simulated 5.6 ns of dynamics for
each mutant.

Results

Brownian Dynamics Simulations. On the basis of the BD
simulation trajectories, plots of association rates as a function
of “two-contact distance” at different ionic strengths are
calculated and presented in Figure 2. The two-contact distance
means that there are two pairs of independent hydrogen-bond
donors and acceptors on the binding faces within a given
distance.34 For all simulation systems, the association rates
increase when the two-contact distance increases. When the two-
contact distance between the proteins is less than a critical

distance, dC, the two proteins form a so-called “diffusional
encounter complex,”38 and the proteins can reorient themselves
rapidly and form the bound complex. The formation of a
diffusional encounter complex is usually the rate-limiting step
for a protein-protein association process. Therefore, the as-
sociation rate at dC can be treated as the diffusion-controlled
protein association rate constant, k1. The distance dC is usually
obtained by comparing the experimentally measured k1 with the
association rates at different two-contact distances computed
by BD simulations. By fitting the computed rates and measured
rates of a series of protein association complexes, Gabdoulline
et al. concluded that the optimal value of dC is 6 Å for the two-
contact distance.38 Because the measured k1 values for the C.
reinhardtii ferredoxin-hydrogenase system are still unavailable,
we will adopt dC ) 6 Å in this study as the criterion to estimate
k1.

The computed k1 values at different ionic strengths are plotted
in Figure 3. The magnitudes of k1 are 108-109, which is typical
for protein associations.38,43 The 16R/O complexes have higher
k1 values compared with the 42R/O complexes when simulated
at the same ionic strength. For all of the simulations, k1 decreases
when the ionic strength increases, which is similar to the BD
results from other protein association pairs.38 In addition, k1 at
infinite ionic strength is one to two orders of magnitude lower
than k1 at 500 mM ionic strength. This suggests that a major
driving force for the HYDA2-FDX1 association process is the
electrostatic interaction between the binding faces. Although
the total charges of HYDA2 and FDX1 are both very negative
(-17e and -11e, respectively), a majority of the charged

Figure 2. Association rates as a function of the two-contact distance at 50 mM (black curve), 150 mM (red), 300 mM (green), 500 mM (blue),
and infinite (cyan) ionic strengths.
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residues on the binding face of HYDA2 are positive, and most
of the charged residues on the binding face of FDX1 are
negative. Consequently, the positively charged binding face of
HYDA2 and the negatively charged binding face of FDX1
attract each other, which facilitates an orientated association
that is conducive for charge-transfer and catalysis. Weaker
electrostatic interactions at higher ionic strengths reduce k1. In
addition, increasing the ionic strength influences k1 values of
16R/O complexes less than k1 values of 42R/O complexes. The
higher k1 values of complexes 16R/O indicate that they may have
better diffusional encounter complex orientation than complexes
42R/O do at dC, thus resulting in shorter distances between the
interacting charges on the binding faces. The k1 values of 16R/O

complexes weakly depend on the ionic strength due to the
smaller ionic screening between the closer interacting charges.
Because reduced FDX1 has one more negative charge on the
[2Fe2S]F cluster than the oxidized one does, reduced FDX1 has
a greater attraction to the positively charged HYDA2 binding
face. Therefore, the reduced complexes 16R and 42R have higher
k1 values than the oxidized complexes 16O and 42O, respectively,
under the same conditions.

Mutation Site Identification. The “warm” or unfavorable
residues on the HYDA2 binding face identified by the Robetta
alanine scanning server are listed in Table 2. These residues
were examined for mutations that might improve the HYDA2-
FDX1 association. To do that, we initially did not mutate
“hotspot” residues in either complex structure; those residues
are V104H, S218H, and L438H. We then found three “warm”
residues (Y219H, V264H, and C463H) that might be significant
for HYDA2. Y219H forms a salt bridge with K442H, which may
be important for maintaining HYDA2 structure. V264H and
C463H are closely located or attached to the [4Fe4S]H subcluster
of HYDA2, which is the electron acceptor site of HYDA2.
Therefore, mutations of those residues could dramatically affect
the enzymatic activity, and thus they were excluded from the
mutation study. Moreover, we excluded all positively charged
residues from our study. Because the binding face of HYDA2
is positively charged and the binding face of FDX1 is negatively
charged, a more positively charged HYDA2 binding face might
lead to improved association kinetics. Therefore, positively
charged residues identified by alanine scanning results, K108H,
R265H, K443H, K447H, and K479H were left unchanged. This
resulted in the selection of three sites for the mutation studies:
T99H, D102H, and M214H. To improve association, each site
was mutated to the positively charged residue, lysine (K),
because between the two positively charged amino acids, lysine

and arginine (R), lysine’s side chain is less bulky and is expected
to have smaller perturbations on the HYDA2 structure.

In addition to the residues identified by alanine scanning, the
negatively charged residues away from the HYDA2 binding face
might limit protein association because of long-range electro-
static repulsion interactions with the negatively charged FDX1
binding face. The electrostatic interaction between two unit
charges becomes significant when their separation distance is
smaller than the Bjerrum length lB

where e is the elementary charge and ε is the dielectric constant.
In an aqueous solution at T ) 298 K, ε ) 78.4 and the calculated
value of lB is 7.2 Å. This means that even though a charged
residue is not on the binding face, it can have considerable
contribution to the association via electrostatic interactions if it
is within 7.2 Å from the binding face. We found three negatively
charged residues (E216H, E221H, and D478H) on HYDA2 within
7.2 Å of the HYDA2-FDX1 binding face. Because residues
E216H and D478H are expected to form an intramolecular salt
bridge with R272H and K479H, respectively, only E221H was
selected for in silico mutation to lysine.

In summary, four potential mutation sites on HYDA2 (Figure
4) were identified and mutated into lysine in silico. The resulting
change in total charge (∆e) for each HYDA2 mutant was:
T99KH, +1e; D102KH, +2e; M214KH, +1e; and E221KH, +2e.

Mutation Study. Table 3 lists the calculated association rate
constants, k1, between HYDA2 mutants and native FDX1 in
either 16R/O or 42R/O on the basis of the BD simulation
trajectories at an ionic strength of 150 mM. A dC value of 6 Å
was used as the criterion to estimate k1 as in the studies of
complexes containing native HYDA2. The HYDA2 mutant
D102KH enhanced k1 the most among all single mutant systems
simulated, whereas M214KH has the least enhancement. The
large enhancement in k1, observed with the D102KH mutant,
may be due to the greater increase in charge (+2e) and to the
residue’s closeness to the HYDA2 binding face. The mutant
M214KH modestly enhanced k1 values for complexes 42R/O but
did not affect k1 values for complexes 16R/O, presumably because
M214H is close to the positively charged R40F in complexes
16R/O. Two additional mutants, E221KH and T99KH, showed
comparable enhancements in k1 for complexes 16R/O. However,
E221KH enhanced k1 much less than T99KH did for complexes
42R/O because of E221H being farther from the HYDA2 binding
face in complexes 42R/O. Combining D102KH with E221KH or
T99KH in a double mutant enhanced k1 even more. The double

Figure 3. Association rate constant, k1, as a function of ionic strength:
9, complex 16R; 2, complex 16O; 0, complex 42R; 4, complex 42O.

Figure 4. Potential mutation sites identified on HYDA2.

lB ) e2

εkBT
(4)
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mutants, D102KH/T99KH and D102KH/E221KH, resulted in
similar levels of enhancement in k1 for all complexes. The
relative level of enhancement was highest for complexes 42O

which also possessed the lowest k1 values among the complexes
containing the native HYDA2. This suggests that unfavorable
electrostatic interactions limit k1 in the diffusional encounter
complexes with low k1 values. Therefore, HYDA2 mutations
improve association dynamics and have a greater impact on k1

for the encounter complexes with low native k1 values.
Table 4 presents the FEP calculation results for the mutated

HYDA2 and complexes. The free-energy change, ∆G, for each
mutant was obtained as the average of the forward and backward
simulation runs, and binding free-energy changes, ∆∆G, were
calculated using eq 3. The standard errors of ∆∆G, estimated
by a simple propagation of error, are in the range of 1 to 3
kcal/mol. Among the four HYDA2 mutants, T99KH had the
lowest ∆∆G value, suggesting a greater binding affinity of this
mutant for FDX1. Its ∆∆G was -11.4 kcal/mol for 16R and
-8.2 kcal/mol for 42R, corresponding to a 106-108-fold increase
in the binding equilibrium constant, Ka. The D102KH mutants
and 16R-E221KH mutant stabilized binding modestly, with ∆∆G
around -3 kcal/mol, or about a 100-fold increase in Ka. The
complexes formed with M214KH and 42R-E221KH resulted in
positive ∆∆G values, indicating that these HYDA2 mutations
destabilize rather than stabilize the binding complexes with
FDX1. Nevertheless, their ∆∆G values were not prohibitively
large. Interestingly, for the complexes containing the M214KH

mutant, the ∆∆G value for 16R was lower than that for 42R.
Because the HYDA2 residue M214H in the 16R structure is close
to the positively charged FDX1 residue R40F, replacing me-
thionine (M) with the positively charged lysine is expected to
result in electrostatic repulsion within complex 16R. However,

a comparison of 16R-M214KH and 42R-M214KH complexes
showed that substituting methionine with lysine stabilizes
complex 16R by forming two hydrogen bonds with Y23F and
Y80F of FDX1, thus reducing ∆∆G.

Concluding Remarks

In this study, we used BD simulations to study the kinetics
of the HYDA2-FDX1 association. The kinetics results showed
that the complexes 16R/O are favored over complexes 42R/O,
which is mainly due to the much larger association rate constants
of the former, especially at high ionic strengths. Because
complexes 16R/O have higher association rate constants, lower
binding free energies,25 and lower free energies for the encounter
complexes,27 they are more likely to represent HYDA2-FDX1
association and electron transfer processes in vivo than com-
plexes 42R/O. Moreover, because of the larger negative charge
on the [2Fe2S]F cluster, reduced FDX1 is more negatively
charged at the binding face than oxidized FDX1, resulting in a
higher association rate with HYDA2. Therefore, we have shown
that the underlying chemical and physical nature of the
interaction face in HYDA2-FDX1 complexes kinetically favors
association of the redox state that promotes charge transfer from
FDX1 to HYDA2 and ultimately H2 production.

We identified four sites on C. reinhardtii HYDA2, T99H,
D102H, M214H, and E221H, where mutations have the potential
to enhance complex formation with FDX1 and improve overall
H2 production efficiency. The BD simulations showed that
D102KH had the most enhancements in the overall association
rate constant, followed by T99KH or E221KH depending on the
complex configuration and the redox state. The M214KH

mutation resulted in the least enhancements. In addition to the

TABLE 3: Association Rate Constants for the Complexes Containing HYDA2 Mutants, as Calculated Using BD Simulationsa

16R 16O 42R 42O

native 2.4 ( 0.8 1.9 ( 0.6 1.2 ( 0.5 0.6 ( 0.3
T99KH 2.7 ( 0.6 2.6 ( 0.6 2.4 ( 0.6 1.5 ( 0.4

(+13%) (+37%) (+100%) (+150%)
D102KH 3.4 ( 0.9 3.0 ( 0.8 2.6 ( 0.9 1.8 ( 0.7

(+42%) (+58%) (+117%) (+200%)
M214KH 2.3 ( 0.7 2.0 ( 0.5 1.6 ( 0.2 1.0 ( 0.2

(-4%) (+5%) (+33%) (+67%)
E221KH 3.1 ( 1.2 2.5 ( 0.5 1.5 ( 0.3 1.1 ( 0.3

(+29%) (+32%) (+25%) (+83%)
D102KH/T99KH 4.1 ( 0.8 3.4 ( 0.7 4.0 ( 0.8 3.1 ( 0.7

(+71%) (+79%) (+233%) (+417%)
D102KH/E221KH 4.0 ( 1.0 3.2 ( 1.0 3.6 ( 1.2 3.0 ( 0.7

(+67%) (+68%) (+200%) (+400%)

a Unit: 109 M-1 · s-1. Numbers shown in parentheses are the percentages of enhancement relative to the native values.

TABLE 4: FEP Calculations for the Mutated HYDA2 and Complexesa

T99KH D102KH M214KH E221KH

HYDA2 ∆G1 (0 f 1) -17.1 90.6 -35.8 65.2
∆G1 (1 f 0) -14.0 86.1 -39.4 61.6
∆G1 (average) -15.6 ( 1.6 88.4 ( 2.2 -37.6 ( 1.8 63.4 ( 1.8

16R ∆G2 (0 f 1) -24.7 87.0 -34.0 61.5
∆G2 (1 f 0) -29.2 84.0 -39.5 59.3
∆G2 (average) -27.0 ( 2.2 85.5 ( 1.5 -36.8 ( 2.7 60.4 ( 1.1
∆∆G -11.4 ( 2.7 -2.9 ( 2.7 0.8 ( 3.2 -3.0 ( 2.1

42R ∆G2 (0 f 1) -22.1 87.1 -31.7 66.7
∆G2 (1 f 0) -25.4 83.3 -34.9 63.1
∆G2 (average) -23.8 ( 1.7 85.2 ( 1.9 -33.3 ( 1.6 64.9 ( 1.8
∆∆G -8.2 ( 2.3 -3.2 ( 2.9 4.3 ( 2.4 1.5 ( 2.5

a Unit: kcal/mol.

Hydrogenase/Ferredoxin Charge-Transfer Complexes J. Phys. Chem. A, Vol. 113, No. 16, 2009 4065



BD simulations, FEP calculations showed that mutations T99KH

and D102KH stabilized binding complexes, whereas mutation
M214KH destabilized them. By considering both the kinetic and
thermodynamic results, we conclude that T99KH and D102KH

represent the best candidates for future experimental studies.
We need to address three issues related to the accuracy of

our work. First, we address the accuracy of our model structures.
Because there is no experimental structure available for the C.
reinhardtii hydrogenase, ferredoxin, or the binding complex,
we used the homology-modeled structures obtained in our
previous works. These structures were stable during the MD
simulations in this and our previous research,27 and our estimated
association rate constants based on these structures are reason-
able for protein associations. Therefore, we believe that these
structures are one of the representatives for the physical
structures and that the results estimated using these structures
would provide valuable information for future protein-engineer-
ing research to improve the H2 production efficiency of C.
reinhardtii.

Second, we estimated the association rate constants by the
criterion proposed by Gabdoulline et al.38 It is important to note
that even in Gabdoulline’s work, the estimated association rate
constants of some protein pairs had as large as ∼30-fold
differences compared with experimentally derived values.
Moreover, we computed the association rate constants for the
HYDA2 mutants using rigid body BD simulations without
considering the influence of mutation on the conformations of
other residues. Therefore, our association rate constants might
only generally approximate the actual values. However, because
in the current work we calculated the association rate constants
between the same pair of proteins, that is, HYDA2 and FDX1,
and because we assumed that one or two mutations on HYDA2
or different redox states of FDX1 would only slightly influence
the kinetic properties, we expect that the systematic errors
associated with our rate constants will be independent of the
system analyzed. As a consequence, the calculated association
rates can be meaningfully compared to each other.

Third, we address the FEP calculations. For most of the FEP
calculation results, the forward and backward runs converged
with a standard deviation of ∼2 kcal/mol, which suggests that
mutations did not result in significant protein conformation
changes during the 5.6 ns simulation time. A possible source
of systematic error is the lack of counterions in the simulations,
where the simulation system was neutralized by a uniform
charge atmosphere throughout the simulation box. Our simula-
tions were thus biased from the reality. Moreover, two of the
mutants (T99KH and M214KH) have ∆e ) +1e and the other
two mutants (D102KH and E221KH) have ∆e ) +2e. As a
result, the density of the neutralizing charge atmosphere for
mutants with ∆e ) +1e is different from that for mutants with
∆e )+2e, which causes significant differences in the calculated
∆G values. For example, for HYDA2, ∆G were negative for
T99KH and M214KH mutants (-15.6 and -37.6 kcal/mol,
respectively), but ∆G for D102KH and E221KH mutants had
large positive values, +88.4 and +63.2 kcal/mol, respectively.
However, it is expected that these systematic errors will be
canceled when ∆∆G is calculated by eq 3 because each mutation
has the same ∆e for HYDA2 and HYDA2-FDX1 complexes.

On the basis of our BD simulation results, we propose the
following detailed kinetics mechanism for H2 production by
hydrogenase-ferredoxin

where k1 is the association rate constant, k-1 is the dissociation
rate constant, and k2 (or kcat) is the H2 catalytic reaction rate
constant. The latter may involve transferring electrons and
protons to the catalytic center and releasing H2. A more rigorous
discussion is presented in the Supporting Information. According
to the Michaelis-Menten kinetics model, the overall H2

production rate will be

where

and Ka is the hydrogenase-ferredoxin binding equilibrium
constant. In this research, we considered only the mutation sites
on the hydrogenase binding face far from the [4Fe4S]H

subcluster so that mutations would have little influence on k2.
Therefore, according to eqs 6 and 7, hydrogenase mutants with
larger k1, Ka, or both (T99KH and D102KH) than those of native
will lead to an improved overall H2 production rate.

Finally, we can deduce the rate-limiting step for the kinetics
mechanism of eq 5 using our BD simulation results. Equation
7 can be rewritten as

It is experimentally known that KM is (1.0 to 3.5) × 10-5 M18,19

and k2 is ∼600 s-1 measured at ∼80 mM ionic strength.19 Using
these conditions, k1 for the optimal complex 16R can be
calculated to be ∼3 × 109 M-1 · s-1, which results in KMk1 )
(3 to 10) × 104 s-1, a value that is much larger than k2.
Therefore, according to eq 8, k-1 is estimated to be around (3
to 10) × 104 s-1 . k2, and KM will be

In this case, the overall H2 production rate can be approximated
by

Equation 10 indicates that within the limits of our current
models, the rate-limiting step for H2 production might be the
H2 catalytic reaction, not protein association. Moreover, the
binding constant, Ka, is more important for the H2 production
rate than the association rate constant, k1.

In summary, we studied the HYDA2-FDX1 association
process using BD and FEP-MD simulations. By analyzing the
kinetics data obtained from BD simulations, we concluded that
complex 16 represents a kinetically and thermodynamically
preferred binding complex. On the basis of the structures of
the binding complexes and on the alanine scanning results, we

[H]ox + [F]red + H+ T
k1,k-1

[H · · ·F]f
k2

[H]ox + [F]ox + 1
2

H2 (5)

Rate ) 1
2

k2[H0]

1 +
KM

[F]red[H
+]

(6)

KM )
k-1 + k2

k1
) 1

Ka
+

k2

k1
(7)

k-1 ) KMk1 - k2 (8)

KM ≈
k-1

k1
) 1

Ka
(9)

rate ≈ 1
2

k2[H0]

1 + 1

Ka[F]red[H
+]

(10)
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identified four potential mutation sites on HYDA2 for improving
its association with FDX1. The kinetic and thermodynamic
properties of these mutants were studied using BD simulations
and the MD-based FEP method. Within the limits of our current
models, we found that two mutants, T99KH and D102KH, might
lead to diverting more electrons to the HYDA2 pathway and
would be good candidates for future protein engineering studies
to improve the H2 production efficiency. Moreover, our results
also implied that the H2 catalytic reaction, not protein diffusion,
might be the rate-limiting step for H2 production.
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